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DATASET & SCALING CONSTANTS

Working with a subset of events from the original training set (14.75 million events):

• Total num. of events: 2,950,284

• Splitting: 85% Train - 5% Validation - 10% Test

• Balance of classes: 49.9% electrons (1s) – 50.1% photons (0s)

Scaling constants computed using 1,000,000,000 hits:

• !" = 2.49, )" = 6.95
• !, = 975.43, ), = 47.54



CONSIDERED EXPERIMENTS

• Type of data: charge and/or time

• Channels per type of data: 19 channels (one per each PMT in the mPMT) or 2 
channels (µ and " per mPMT)

• Scaling techniques: hit standardization or none.



RESULTS
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TOP 3 - LEARNING CURVES

Q+Ts Qs+Ts Q+T



ROC CURVES



NEXT STEPS

• Use time to order the 19 charge channels

• Increase ResNet size

• Higher definition (one PMT per pixel)

• Explore other alternatives to include time

• Transform CNN to Bayesian CNN (model prediction uncertainty)

• Fine-tuning hyperparameters (optimizer weight decay, batch size, epochs, 
dropout, more transformations, etc.)

• Bias analysis wrt. metadata (energy, position, direction)

https://arxiv.org/pdf/1506.02142.pdf


TIME TO ORDER Q CHANNELS 

• Each pixel is a mPMT, that has 19 PMTs

• Q detected by PMTs inside a given mPMT is distributed along 19 channels

• Goal: use time info of every PMT in the mPMT to order the Q channels

• Example:  a mPMT with 4 PMT in it

! = 0.2, 0.9, 0.5, 0.8
* = [20, 85, 50, 15]

⟹ /* = [20, 50,15,85]



FIRST RESULTS
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