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How, what and why?

The origin was when trying to 
make a combined analysis of all 
atmospheric neutrino experiments
→ First we wanted to combine SK 
and IceCube
→ Then, we thought why don’t we add ORCA and set our study to foresee the sensitvity by 
2030?
→ But, why don’t you add HyperK too, referee said...

The solution was to make an analysis framework that allows any number of experiments of 
any kind and takes into account and out-of-the-box all the correlations among common 
systematics
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How, what and why?

As this was done with 50% theoreticians, the parametrization of systematic errors was done 
analytically and event-by-event
→ This is very time consuming
→ The number of systematics is of O(102)
→ Which meant really long times for each point we wanted to probe

The solution was to analytically differentiate the function parametrizing the systematics and 
compute the gradient of the log-likelihood (more latter).
This reduces the amount of time by several orders of magnitude (depends on the number of 
systematics)

In addition, the code was modified so any of these functions (which basically re-weight the 
simulation and called physics tunes from now on) can be not only systematics but 
parameters to fit 
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Introduction and main objectives

The project is becoming more robust and designed to accommodate all the features and 
more of all the current existing fitters in HK

● Event-by-event oscillations or binned following Magnus expansion
● Markov Chain Monte Carlo fit or grid of points
● Pre-binned and pre-computed systematics or event-by-event

… 

● All the fitters use binned log-likelihood method, pynu also allows to fit using unbinned 
log-likelihood

Basics are in place – also discussing with Thorsten, Federico and 
Mathias for ML-based KDE, https://arxiv.org/abs/2002.09436
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Introduction and main objectives

● Neutrino analysis software (in Python) for neutrino oscillations, flux and 
cross-sections

● Focus on flexibility: easy to include any neutrino source, cross-section 
model and detector
Same framework, different analyses and any combination of them. 

● Made to accommodate any number of experiments accounting for their 
correlations
Joint analyses can be performed out of the box or with very little modifications.
The plan for is to include as many experiments and features as possible as the 
project develops (already atmospherics for HK, all SK phases for official MCs, and 
DeepCore, IC, ORCA  next step accelerators)→
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Introduction and main objectives

● Systematics, physics parameters are treated in the same way and generally 
called Physics Tunes
These are functions for each parameter of the flux, cross section, detector or 
oscillations
Each of them can be treated as systematics (nuisance), physics or fixed in an analysis

● Includes analytic calculations to improve fit convergence
These analyses usually require high CPU resources due to large simulation 
data-sets and large quantity of systematics.
To overcome this, the code computes analytically (when possible) the gradient of the 
log-likelihood over the systematics space
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Definitions

● Experiment: detector + source

● Analysis is made of:
● Detectors – including simulations and data
● Neutrino sources
● Cross-sections
● Oscillations

● Types of parameters:
● Fixed: does not change in the analysis but 

allows to reweight the simulations to test 
different models

● Nuisance: systematic paramters
● Physics: free parameters to be fitted with 

the provided data or simulation
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The definition

Everything is specified in a single 
input xml file
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Overview

xml analysis file 
contains all the relevant 
information entering the 
analysis, i.e. experiments, 
source, nuisance, models

xml reader 
sets all the analysis items 

PyNuFit
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Overview
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and the gradient of 
the latter
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Overview
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functions to compute weights for each item 
specified in the analysis
  - flux, detector, cross-section, oscillations
  - fixed, nuisance, physics
It also contains the analytic derivative of 
(most of) these functions
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currently binned χ2 assuming Poisson 
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uses the derivatives of PT to compute
 - the gradient of χ2
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Computes observed 
and expected events
and the gradient of 
the latter

PyNuFit
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Overview

xml analysis file 
contains all the relevant 
information entering the 
analysis, i.e. experiments, 
source, nuisance, models

xml reader 
sets all the analysis items 

Physics Tunes
functions to compute weights for each item 
specified in the analysis
  - flux, detector, cross-section, oscillations
  - fixed, nuisance, physics
It also contains the analytic derivative of 
(most of) these functions

Fitter
currently binned χ2 assuming Poisson 
statistics
uses the derivatives of PT to compute
 - the gradient of χ2
 - intial guesses of the nuisance which 
minimize the χ2

Write output

Computes observed 
and expected events
and the gradient of 
the latter

PyNuFit



An example to guide the explanation
HK atmospheric neutrinos using official SK-IV MC
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From the previous xml analysis file

11583 points
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A test example

Atmospheric neutrino sensitivity analysis 
assuming 10 years of HyperK using SK-IV official 
MC with H-neutron tagging.

The MC is scaled by 8.2 accounting for the 
different volumen of HK w.r.t. SK.

Reduced number of systematics:
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A test example

Atmospheric neutrino sensitivity analysis 
assuming 10 years of HyperK using SK-IV official 
MC with H-neutron tagging.

The MC is scaled by 8.2 accounting for the 
different volumen of HK w.r.t. SK.

Reduced number of systematics:

Arbitrary physics parameters to fit
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A test example

Atmospheric neutrino sensitivity analysis 
assuming 10 years of HyperK using SK-IV official 
MC with H-neutron tagging.

The MC is scaled by 8.2 accounting for the 
different volumen of HK w.r.t. SK.

Reduced number of systematics:

Arbitrary physics parameters to fit

(code for converting root files into hdf5 format)
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Physics Tunes: Neutrino Oscillations

● Using  nuSQuIDS (https://arxiv.org/pdf/2112.13804.pdf) 
package to handle almost any kind of neutrino 
oscillations and scenarios:
– 3-flavor oscillation scenario
– Sterile ν 

– NSI

– Lorentz violation

● Calculation is done event-by-event or on a grid

Quantum decoherence and neutrino decay being included
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Physics Tunes: Atm. Neutrino Flux
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Physics Tunes: Neutrino-water cross section

Function for tau neutrino cross section tune

Its derivative
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Physics Tunes

Everything is done in runtime and on an event-by event basis (by default), that means:
● Binning is done during runtime
● Systematics are implemented as functions and their effect is computed during 

runtime (no systematics pre-computation required)
● Allows any parametrization of systematics as function of any MC variable
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We will focus on binned χ2 (~ -2log(H/H0)) fit 
and minimizing over systematics
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χ2 calculation

● Usual binned χ2 calculation
Poisson stats.

Oi: Observed number of events in ith bin (data or simulation with assumed true values)
Ei: Expected number of events in ith bin at a give physics point and with nominal nuisance
E’i: Expected number of events in ith bin modified by the values of nuisance parameters

μj: nominal value of jth nuisance parameter
Pj: Prior distribution for jth nuisance parameter
xj: current value of jth nuisance parameter
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χ2 calculation
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χ2 minimization

● To be minimized over systematic parameters
– This is done numerically over the physically allowed 

nuisance parameters (very CPU consuming)

  

● Then, the Jacobian over all nuisance j must be zero

Note: this assumes Gaussian 
nuisance only for the time being
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χ2 calculation
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χ2 minimization

● Further, in first approximation:

● We can analytically estimate the value of each xj
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χ2 calculation



χ2 calculation 

The performance:
  - Without any analytic implementations, each point of the (11853 in the) analysis 
takes on average 5min 31s (timescale of official fitters)
  - With analytic derivatives and estimation, each point of the (11853 in the) analysis 
takes on average 15s

a factor 22 improvement in time, the results are 
almost identical
→ with analytic additions the χ2 is lower, which means 
that the method and minimization is more robust

(Data set is 2M events)

p-theta showcase of failed convergence

19
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Bonus goodness

Computing the posterior probabilities of the nuisance parameters has been only implemented 
for T2K fitters

With the derivative information of the nuisance parameters we can estimate the Fisher 
information and, therefore, the posterior distribution 

Atm. Flux ν/ν Atm. Flux e/μ
_
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Next steps

● Make official oscillation analysis for HyperK or SuperK and compare it with Osc3++ (almost 
there)

● Make sterile neutrino and NSI sensitivty studies for HyperK (trivial once the previous)

● Keep developing (do you?)

● All SuperK phases are implemented, try to develop for data analysis in SK? Already 
proposed



Back up!



Preliminary attempt of posterior nuisance with derivatives information



20

χ2 considerations

● This is assuming nuisance are Gaussian distributed, 
but this is not always the case!
  Beta distribution case is implemented everywhere except for the→

derivative (ongoing)
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χ2 considerations

● The case of nuisance distributed 
as a Beta function between 
0 and 1(ideal for efficiencies)

distributions
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χ2 considerations

● The case of nuisance distributed 
as a Beta function between 
0 and 1(ideal for efficiencies)

log of distributions
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A working example

Definition of experiment



23

A working example

Definition of the experiment class

Each experiment has a dedicated class which:
● Inherits the structure of a general Experiment class

●

● General Binning functions
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A working example

Definition of the experiment class

Each experiment has a 
dedicated class which:
● Inherits the structure of 

a general Experiment 
class
● Functions which 

compute the weights 
based on input 
PhysicsTunes
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A working example

Definition of the experiment class

Each experiment has a 
dedicated class which:
● Implements specific 

items of the 
experiment
● MCVariables

● Which binning
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A working example

Definition of atm. neutrino flux PhysicsTunes

PhysicsTunes → 
AtmosphericFlux
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A working example

Definition of water cross section parameters
PhysicsTunes

PhysicsTunes → 
WaterXSection
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A working example

Definition of oscillations PhysicsTunes

PhysicsTunes → 
Oscillations
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The xml file

● Provides all information about the analysis
– Sources and experiments and their simulation files
– Physics scenario
– Systematic uncertainties
– Physics parameters

● All parametrizations are contained in Physics Tunes, the xml file labels 
them as physics and systematics parameters for the analysis (core of 
flexibility)
– For example, no difference between the implementation of detector 

systematics and oscillation calculation
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Custom analysis from xml file:

● Specify any number of detectors
● Associate any number of neutrino sources to those 

detectors (e.g. HK-FD atm. and accel.)
● And all the related Physics Tunes, physics or systematics

– This eases (basically trivial for most cases) the implementation of 
joint analyses and their correlation (e.g. atm. and accel. neutrinos in 
HK-FD and accel. neutrinos in ND-280 and IWCD)
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Neutrino Oscillations

● Using  nuSQuIDS (https://arxiv.org/pdf/2112.13804.pdf) 
package to handle almost any kind of neutrino 
oscillations and scenarios:
– 3-flavor oscillation scenario
– Sterile ν searches
– NSI
– Lorentz violation

● Calculation is done event-by-event or on a grid
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Systematics handling

● Systematics are specified in the xml file and classified 
depending to their source:
– Flux
– Cross-sections

● Flexible implementation allows:
– Event-by-event weighting (compute effect of syst. on runtime)
– Binned 1σ fractional error matrix/vector

● with interpolation to avoid rigidity between other and this analysis binning

– Detector
– Oscillations
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Systematics handling

● Systematics are split by labels into:
– Common among experiments

, with no restrictions in combination

● Joint analyses are assumed by default
– Correlations between common and independent systematics across 

the given experiments

– Experiment independent
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Performance
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χ2 calculation

● Usual binned χ2 calculation
Poisson stats.
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χ2 calculation

● Usual binned χ2 calculation

– If fij are given as inputs, the re-weighting is linear 

                                        

Poisson stats.
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χ2 calculation

● Usual binned χ2 calculation

– If fij are given as inputs, the re-weighting is linear 

– Or more complex and computed in runtime if re-weighting is done event-
by-event

                                        ;

Poisson stats.

Events in bin ith

Nominal weights from MC simulation 
and physics parameters
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χ2 minimization

● To be minimized over systematic parameters
– Usually this is done numerically over the physically allowed 

systematic parameters (very CPU consuming)
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χ2 minimization

∇χ2 implementation

● To be minimized over systematic parameters
● Then, the Jacobian over all systematics j must be zero
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χ2 minimization

∇χ2 implementation

● To be minimized over systematic parameters
● Then, the Jacobian over the systematics must be zero

where,

                        or                           ,
Binned syst. Event-by-event syst.
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χ2 minimization

● Further, in first approximation:

This removes the dependence with the rest of systematics
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χ2 minimization

● Further, in first approximation:

from which we can estimate the xj parameter at minimum χ2

“Analytical estimate of fit 
priors and their bounds”

This removes the dependence with the rest of systematics
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χ2 minimization

Even more, we can estimate the allowed range for each xj, 
since

Minimization of χ2 is such that xj makes E’i as close 
as possible to Oi from Ei

ev
en

ts
/b

in

Ei

Oixj

xj

xj E’i

This condition is relaxed in case of data 
fit to account for larger unpredictable 

fluctuations

variable
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χ2 minimization

Even more, we can estimate the allowed range for each xj, 
since

then
“Analytical estimate of fit 
priors and their bounds”

This condition is relaxed in case of data 
fit to account for larger unpredictable 

fluctuations

Minimization of χ2 is such that xj makes E’i as close 
as possible to Oi from Ei
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OK... why would you care?

● Implementation of the previous reduces dramatically the 
minimization time and the required computing time with 
no differences in the value of χ2

Numerical 
only

w/ analytic priors 
and bounds

w/ χ∇ 2 w/ ana. priors and 
bounds + χ∇ 2

CPU time 
(s)

7282 3240 (1/2.25) 193 (1/37.7) 91 (1/80)

physically allowed values

for illustration, used toy MC of 1M events of  atm. ν at 
a HK-like experiment with 37 systematic parameters
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Other Features

● Sampling over physics parameter space:
– Grid of points

● Sequential
● Single point or range of points (for cluster)
● Parallelization on local machine

– Markov Chain Monte Carlo sampling
● Parallelization on local machine 
● Parallelization on cluster (ongoing)



36

Other Features

● Most of the work done at runtime, just before the fit:
– Binned or event-by-event re-weighting (including oscillations)
– Binning done after binning

 → Reduces steps of the analysis, which helps the binning and 
parametrization optimization studies
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HyperK Atmospheric ν analysis example

● nuflux package for atm. ν flux (originally for IceCube, 
included low energy atm. ν)

● ...
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