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Detector
Electronics & TDAQ Storage Disk

1 kHz(1.5 GB/s)

20 kHz(16 GB/s)

Higgs mode: 1.3 MHz (600 GB/s)
Low Lumi. Z: 12 MHz (1.4 TB/s) 

80 kHz(163 GB/s)High Lumi. Z: 39.4 MHz (4.0 TB/s)

L1 Trigger HLT

50 kHz(49 GB/s)

120 kHz(73 GB/s)
400 kHz(555 GB/s)

Bunch crossing rate(Beam background data rate) L1 trigger rate(Readout data rate) HLT rate(Storage rate)

* Event storage ratio for bkg/phys < 1
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First Level Process Nodes

Data Preprocessing Event Building

Fast Reconstruction Event Filter

Second Level Process Nodes

Full Reconstruction Event Filter

Calibration Alignment

Buffer
Memory or Disk

Storage

Back-End Elec & Trigger System

Heterogeneous Computing Platform

Heterogeneous Computing Platform
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heteRogeneous Architecture of Data Acquisition and pRocessing

Version Deployment Data rate Trigger mode Key updates

V1 LHAASO ~ 5 GB/s SW Only - Baseline implementation

V2 JUNO ~ 50 GB/s Hybrid  Containerized
 Partial HA

V3
(Dev) 

CEPC detector
(Future)

~ TB/s Default HW +
Possible SW

 Heterogeneous processing
 Full HA 
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Data Flow Software: process data

Online Software: management & services

Running at JUNO for > 0.5y for commissioning
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ROS: ReadOut System
DA: Data Assemble
DP: Data Processor
DS: Data storage
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Readout Elec.

ROS1

DFM

DAs

ROSs

Readout Elec.

Timed Fragment

ROS 
Fragments

Raw data streamDFM message

Raw data
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Customized  algorithm

• CCSN: Core Collapse SuperNova
• MM: Multi-Messenger

Customized  algorithm
Multi-stage data processing:
 Data preparation / preprocessing
 Core event processing
 HLT algorithm can be integrated 

 Parallel processing
 Interface provided
 Plugin algorithm deployment
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provide management, 
interfaces

and services



 Redundancy + Master-Slave Election
 Takeover scheme based on Kubernetes
 Solutions for rapid restart of services

Failover

Heartbeat Detection
 Inter-Process: Based on ZooKeeper
 Inter-Node: Based on ICMP Protocol

Failure Detection
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 Anomaly detection and recovery fully implemented
 Services recovered within seconds, ensuring overall reliability



Readout protocol RDMA research

Dataflow HA design

Online processing Heterogeneous computing platform

Online cache Distributed memory cache pool
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AMD FPGA VCU118 Evaluation Kit.Nvidia Mellanox Connectx-5.

RDMA FPGA Firmware Design.

100G link 

QSFP28
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① Reg proc info
② Listen for other proc info
③ Inter-process comm via network

Zookeeper C API

Proc info(Ephemeral Node)

Zookeeper

Dataflow

Reg Listen

Data recovering design

process recovering design

━━━━━━━━━━━━━━━━━━━━━━━━━━━━━━━━
[ONLINE HA] ● Implemented in Radar V2 
[DATAFLOW HA] ◎ Developing  
➜ VISION: Radar v3 → Full HA DAQ framework  
━━━━━━━━━━━━━━━━━━━━━━━━━━━━━━━━



2025/6/17 16

 ↑ 

 ↓



2025/6/17 17

Based on C++20.
Template coding style.

Status: V1 Released • Internal Validated

Type Supported To be supported

Buffer Disk Shared Memory • 
Memory Buffer

Protocol TCP RDMA

Compute CPU • GPU FPGA

Memory CPU • GPU FPGA
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More than 6 days of stable operation at 6 GB/s

1 Primary, 5 Worker, 5 Client, TCP

Tput Eff. Rel.

Alluxio √√√√√ √√√ ×

MinIO √√√√√ √ √

MemIO √√√ √√√ √



2025/6/17 19



202025/6/17



212025/6/17

Scope Centralized, higher-level than DCS
Integration DCS + DAQ + other sub systems

Safety Fault detection + Auto-recovery
Automation AI analytics + Resource control

User Experience Intuitive GUI + Unified access



Central Control Module

Data Acquisition Module

User Interface Module

AI Integration Layer

Safety Mechanisms
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Modular, standardized, AI-driven, resilient architecture

Central control software architecture

ECS user interface framework design



More real-time and automatic monitoring, ensure the experiment efficiency

Provided a solution for real-time anomaly detection, has been validated in DAQ workflow

Deployment Strategy

Architecture of Anomaly Detection Methods
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Model Recall Prec.

Autoencoder ~97% ~88%

Neural Network ~99% ~99%

* Test done at JUNO, 
with SPMT ADC SPE



⏭ Next

More efficient and intelligent information integration and interaction
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Interaction interface display

Link optimization and evaluation Anomaly Diagnosis Scheme
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