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MareNostrum4 Picture
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● Each node has two Intel 
Xeon Platinum chips, each 
with 24 processors, 
amounting to a total of 
165,888 processors and 
a main memory of 2 GB 
RAM per processor.

● Batch system: SLURM
● Operating system:SUSE 

Linux 6
● Shared file system: GPFS
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Minotauro at BSC

https://www.bsc.es/es/marenostrum/minotauro

https://www.bsc.es/es/marenostrum/minotauro
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Workflow at MareNostrum4?
● We must copy all the input files using the DTN by mounting a sshfs file 

system between PIC and BSC.
● We must submit the jobs using the login nodes and running on validated 

Singularity images with all the software preloaded.
● We must check the status of the jobs using the login nodes.
● We must retrieve the output files using the sshfs filesystem.
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Pipeline
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How to solve the problem of running on isolated 
worker nodes?
● The working solution now is to create a filesystem with a partial copy of 

the ATLAS CVMFS filesystem repository and including files containing 
detector conditions. The latest tool is called Shrinkwrap.

● This works because the releases used for simulation are very few.
● Then the filesystem is copied inside a Singularity image running a validated 

operating system (CC7).
● The “problem” is to find the right list of files to be copied to the image 

and the balance of the number of images to maintain: one image per ATLAS 
release, per workflow,... just run the parrot utility on a workflow to get an idea 
of the list of files accessed from cvmfs… thousands.
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How do we get grants at MareNostrum4? RES
● The main source of allocation of cpu hours come from the “Red Española 

de Supercomputación” (RES) competitive program. 
● Web is www.bsc.es/res 
● You enter, you register, you request the time and then you get approved or 

denied every 4 months.
● You can get hours allocated in any center of the RES.
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How do we get grants at MareNostrum4? PRACE
● Another program we can apply for resources at BSC is PRACE 

(Partnership for Advanced Computing in Europe)
● Web is: http://www.prace-ri.eu/how-to-apply/ 
● There are several types of calls from 2 months till 1 year. You can get the 

allocation at the MareNostrum4 or at any of the HPCs in Europe. You select 
which you want explicitly.

● The smallest grant is 2 months and 50 khours. PRACE Preparatory 
Access type A.
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CPU from ATLAS jobs in Spanish sites: 13% correspond to jobs in MN4

Source: ATLAS Job Accounting

● On the left, we have the CPU 
consumption pie chart of 
ATLAS jobs by resource type 
1 year to date.

● ATLAS has already got 
off-pledge 13% of the 
Spanish contribution to the 
CPU from MareNostrum4 
using queues at IFIC and 
PIC.
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Plans and the next move
● Current plans is to increase the use of BSC thanks to the 

strategic program. 
● We plan at PIC to run 1 million hours per month and 

increase each quadrimester. 
● We need some work to increase the types of simulations 

we can run.
● After simulation the next target are the analysis jobs in 

containerized images.
○ Useful for analysis using GPUs
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Can we replace the LHC computer centers?
● The answer is not.
● We need at least grid centers to receive the data from the 

experiment, store it on disk and tape, distribute, and 
reprocess the data. As well as simulate and analyze.

● The same is valid for simulated data once is produced, 
needs to be archived.

● The reconstruction of the data needs access to the 
databases of detector information, which is hard to upload 
to any supercomputer center.
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Summary and conclusions
● We have managed to integrate the ATLAS Simulation jobs into the 

MareNostrum 4.

● The BSC has included the LHC computing in the list of strategic projects.

● We expect that the transition to MareNostrum 5 can be straightforward with

17 times more computing power in 2021.

● We still need grid computing for the LHC
○ Still many workflows cannot run in the BSC due to the lack of connectivity

○ We need to store, distribute and archive to tape the data.

● Thanks to the work of Carlos Acosta (PIC) and Elvis Diaz (UAB Student), all 

the PIC team and the collaboration with IFIC. 
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